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1 Introduction

Over the past four decades, the monitoring programs of the Chesapeake Bay have con-
tributed to making this coastal ecosystem one of the most data-rich in the world. This
continuous data collection simultaneously allowed for the development and calibration of in-
creasingly capable 3D hydrodynamical-biogeochemical models of the estuary. Such models
have the advantages of: (a) integrating the environmental variables into a cohesive whole,

(b) extrapolating these variables across time, depths, and locations throughout the Bay, and
(c) providing additional variables that are never sampled or had their sampling discontinued.
These capabilities of models are exploited here to generate a climatological atlas of condi-
tions in the Chesapeake Bay based on a 1985–2023 hindcast simulation with ROMS-ECB (see
§5). This particular model has been in continuous development at the Virginia Institute of
Marine Science (VIMS) over the past 10 years and is the backbone of the Chesapeake Bay
Environmental Forecasting system (CBEFS, www.vims.edu/cbefs).

The variables featured in the atlas (see the next sections) are available as a monthly clima-
tology representative of 1985–2023 for the surface and the bottom of the water column at a
horizontal resolution of 0.00684◦ of longitude by 0.00540◦ of latitude (≈ 600m× 600m). The
atlas is distributed in a NetCDF archive (atlas_chesbay_vyyyymmdd.nc, the date yyyymmdd
indicating the atlas’ version) that can be visualized in QGIS/ArcGIS, Python, R, Matlab
or Octave (§4). The present document provides background information as well as selected
visualizations.

The atlas can serve as a baseline for the Bay against which year-to-year variability or long-
term changes (such as coastal acidification) can be assessed. The model on which the atlas
is based (ROMS-ECB) is operated in a free-running mode (i.e., no data assimilation; see §5)
and an evaluation of its skill is provided in §6.



2 Variables included in the atlas

Name NetCDF variable(s) units
Topography topography, mask land sea m NAVD88
Tidal range tidal range m
Wind velocity wind velocity m s−1

Dir. wind is blowing to wind direction ◦ccw from east
Significant wave height sig wave height m
Sea surface height sea surface height m NAVD88
Horizontal currents u surface,v surface,u bottom,v bottom m s−1

Bottom stress stress bottom Pascal
Potential temperature temperature surface,temperature bottom ◦C
Practical salinity salinity surface,salinity bottom –
Vertical diffusivity vdiff surface,vdiff bottom m2 s−1

Inorg. Susp. Solids (ISS) ISS surface,ISS bottom mg L−1

Total Susp. Solids (TSS) TSS surface,TSS bottom mg L−1

Diffuse light atten. (Kd) kd surface m−1

Dissolved dioxygen (O2) O2 surface,O2 bottom mg-O2 L−1

Diss. Inorg. Nitr. (DIN) DIN surface,DIN bottom mg-N L−1

Diss. Org. Nitr. (DON) DON surface,DON bottom mg-N L−1

Part. Org. Nitr. (PON) PON surface,PON bottom mg-N L−1

Diss. Org. Carb. (DOC) DOC surface,DOC bottom mg-C L−1

Part. Org. Carb. (POC) POC surface,POC bottom mg-C L−1

Total Alkalinity (TA) TA surface,TA bottom µmol kg−1

Diss. Inorg. Carb. (DIC) DIC surface,DIC bottom µmol-C kg−1

Dissolved calcium calcium surface,calcium bottom µmol-Ca kg−1

Potential Hydrogen (pH) pH surface,pH bottom Total scale
Part. press. CO2 (pCO2) pCO2 surface,pCO2 bottom µatm
Calcite sat. state (ΩCa) Omega ca surface,Omega ca bottom –
Arag. sat. state (ΩAr) Omega ar surface,Omega ar bottom –

3 Notes about selected variables

The Topography of the model is a mosaic based on Pope et al. (2016), Forte et al. (2011),
NOAA (2022), National Geophysical Data Center (1999), and Ye et al. (2017). The tidal
range is computed from Szpilka et al. (2016) as the sum of the M2 and S2 water level harmonics
multiplied by 2.1 (‘spring tidal range’, Parker , 2007). Winds at 10m height are computed
from 3-hourly snapshots of the ERA5 reanalysis (Hersbach et al., 2023). The wind velocity
reported in Fig. 3 is computed as <

√
u2 + v2 > (where < . > denotes the temporal average

over the atlas’ period) while its direction is computed from atan2(< v >,< u >). The vectors
in Fig. 3 indicate the direction the wind is blowing to (not blowing from). Significant wave
height is computed using SWAN (Booij et al., 1996) and atmospheric conditions from ERA5
(the SWAN results were provided by A. Bever, AnchorQEA).
A few intertidal zones, which are areas positioned above the water level at low tide and

underwater at high tide, are captured by the model: the Susquehanna flats (near Havre de
Grâce, MD) and the Barrier Islands on the Atlantic side of Virginia’s eastern shore (see Fig. 5).
Timeseries of sea surface height in such intertidal zones typically exhibit a truncated sinu-
soidal pattern where the bottom part is clipped during the low tide portion of the cycle. As a
result of this truncation, the long-term average of the timeseries results in sea surface heights
that are higher inside intertidal zones compared to the rest of the Bay (Fig. 5).
Horizontal currents were computed by averaging the zonal (u) and meridional (v) com-

ponents separately over the atlas’ period. Such a long-term average removes tidal influences
and reflects the mean circulation of the Bay. Note that the current’s magnitude (shading) re-
ported in Figs. 6–7 is computed as

√
< u >2 + < v >2 and is generally much slower than tidal

currents at flow/ebb tide. Bottom stress on the other hand was computed as <
√︁

τ 2u + τ 2v >
and therefore includes the contribution from tides.
Potential temperature in shallow environments such as the Chesapeake Bay is largely

undistinguishable from the in situ temperature measured by an instrument. The two can be
used interchangeably in this context. The atlas uses potential temperature because this is
one of the two variables (the other being practical salinity) that form the model’s equation of
state.
It is customary to report practical salinity without units which is why Figs. 11–12 do

not include units on their colorbar. Practical salinity should not be confused with absolute
salinity as defined in the new TEOS standard of 2010 (or with older standards that predate
PSS-78). Instruments sometime report a salinity unit of psu (practical salinity units) to
prevent confusion, and psu is the same as what is presented in the atlas.
Vertical diffusivity is a variable computed by the model and represents the effect of

unresolved scales of motion on mixing in the vertical direction. This parameterization is
based on Warner et al. (2005) and the same diffusivity is used by the model for all tracers.
Diffusivity is typically enhanced near the surface (as a result of winds) and near the bottom
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Figure 1: Topography of the Chesapeake Bay relative to NAVD88.
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Figure 2: Tidal range.
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Figure 3: Winds at 10m; only one vector out of 36 are shown for clarity.
The vectors share the same length and their magnitude is indicated by the
color. The arrows indicate the direction the wind is blowing toward.
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Figure 4: Significant wave height.
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Figure 5: Sea surface height relative to NAVD88.
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Figure 6: Horizontal currents at the surface; only one vector out of 9 are
shown for clarity. The vectors share the same length and their magnitude is
indicated by the color.



  37

37.5

  38

38.5

  39

39.5

0 1 2 3 4 5 6 7 8 9 10

Velocity (cm s
-1

)

January

0 1 2 3 4 5 6 7 8 9 10

Velocity (cm s
-1

)

March

0 1 2 3 4 5 6 7 8 9 10

Velocity (cm s
-1

)

May

  37

37.5

  38

38.5

  39

39.5

  -77 -76.5   -76 -75.5

0 1 2 3 4 5 6 7 8 9 10

Velocity (cm s
-1

)

July

  -77 -76.5   -76 -75.5

0 1 2 3 4 5 6 7 8 9 10

Velocity (cm s
-1

)

September

  -77 -76.5   -76 -75.5

0 1 2 3 4 5 6 7 8 9 10

Velocity (cm s
-1

)

November

Figure 7: Horizontal currents at the bottom; only one vector out of 9 are
shown for clarity. The vectors share the same length and their magnitude is
indicated by the color.
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Figure 8: Stress at the bottom.
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Figure 9: Potential temperature at the surface.
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Figure 10: Potential temperature at the bottom.
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Figure 11: Practical salinity at the surface.
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Figure 12: Practical salinity at the bottom.
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Figure 13: Sub-grid scale vertical diffusivity near the surface.
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Figure 14: Sub-grid scale vertical diffusivity near the bottom.
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Figure 15: Inorganic suspended solids (ISS) at the surface.
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Figure 16: Inorganic suspended solids (ISS) at the bottom.
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Figure 17: Total suspended solids (TSS) at the surface.
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Figure 18: Total suspended solids (TSS) at the bottom.
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Figure 19: Diffuse light attenuation coefficient (Kd) at the surface.
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Figure 20: Dissolved dioxygen (O2) at the surface.
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Figure 21: Dissolved dioxygen (O2) at the bottom.
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Figure 22: Dissolved inorganic nitrogen (DIN) at the surface.
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Figure 23: Dissolved inorganic nitrogen (DIN) at the bottom.
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Figure 24: Dissolved organic nitrogen (DON) at the surface.
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Figure 25: Dissolved organic nitrogen (DON) at the bottom.
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Figure 26: Particulate organic nitrogen (PON) at the surface.
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Figure 27: Particulate organic nitrogen (PON) at the bottom.
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Figure 28: Dissolved organic carbon (DOC) at the surface.
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Figure 29: Dissolved organic carbon (DOC) at the bottom.
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Figure 30: Particulate organic carbon (POC) at the surface.
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Figure 31: Particulate organic carbon (POC) at the bottom.
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Figure 32: Total alkalinity (TA) at the surface.
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Figure 33: Total alkalinity (TA) at the bottom.
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Figure 34: Dissolved inorganic carbon (DIC) at the surface.
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Figure 35: Dissolved inorganic carbon (DIC) at the bottom.
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variable, the climatology is based on the period 2021–2023.
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Figure 38: pH at the surface.



37

37.5

38

38.5

39

39.5

January

7 7.5 8 8.5 9

total scale

March

7 7.5 8 8.5 9

total scale

May

7 7.5 8 8.5 9

total scale

37

37.5

38

38.5

39

39.5

-77 -76.5 -76 -75.5

July

7 7.5 8 8.5 9

total scale

-77 -76.5 -76 -75.5

September

7 7.5 8 8.5 9

total scale

-77 -76.5 -76 -75.5

November

7 7.5 8 8.5 9

total scale

Figure 39: pH at the bottom.



37

37.5

38

38.5

39

39.5

January

0 500 1000 1500 2000

uatm

March

0 500 1000 1500 2000

uatm

May

0 500 1000 1500 2000

uatm

37

37.5

38

38.5

39

39.5

-77 -76.5 -76 -75.5

July

0 500 1000 1500 2000

uatm

-77 -76.5 -76 -75.5

September

0 500 1000 1500 2000

uatm

-77 -76.5 -76 -75.5

November

0 500 1000 1500 2000

uatm

Figure 40: Partial pressure of carbon dioxide (pCO2) at the surface.
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Figure 41: Partial pressure of carbon dioxide (pCO2) at the bottom.
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Figure 42: Calcite saturation state (ΩCa) at the surface.
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Figure 43: Calcite saturation state (ΩCa) at the bottom.
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Figure 44: Aragonite saturation state (ΩAr) at the surface.
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Figure 45: Aragonite saturation state (ΩAr) at the bottom.



(as a result of tidal motion and friction against the sea floor). The latter typically dominates
in the Bay (note the change in scale between surface/bottom in Figs. 13–14).

Inorganic suspended solids (ISS) are computed by the model based on the equations
of Warner et al. (2008). Total suspended solids (TSS) include both the inorganic compo-
nent and an organic component computed by the biogeochemical module (Estuarine Carbon
Biogeochemistry, ECB). Diffuse light attenuation (Kd) is derived using the equations of
Turner et al. (2021) with coefficients updated to reflect the Bay as a whole (tributaries and
main stem).

TA and DIC are the two state variables of the carbonate chemistry module in ECB. All
other carbonate chemistry variables are derived from TA, DIC, temperature and salinity,
notably pH, pCO2 and saturation states (Ω). This calculation uses CO2SYS (vanHeuven
et al., 2011) except the saturation states which are computed with PyCO2SYS (Humphreys
et al., 2024) as the latter allows for calcium concentrations as an input. In both programs,
the dissociation constants from Cai and Wang (1998) are used and concentrations of zero
for silicate and phosphate are assumed for simplicity. Daily TA and DIC fields are used to
compute daily pH, Ω and pCO2, and these fields are then averaged over time to obtain the
atlas climatology. Calcium is implemented in ROMS-ECB following Westman et al. (2023)
and (in contrast to all other variables) is representative of a shorter period of years (2021–
2023). Chlorophyll is not a state variable of ROMS-ECB and is therefore absent from the
atlas. Nevertheless, it can be estimated from particulate organic carbon (POC) and diffuse
light attenuation (Kd) using Eq. 15 from Cerco and Noel (2004).

4 Examples of usage

4.1 General tips on using the atlas

� Use the ‘Zoom’ function of your PDF viewer to visualize the details of the figures included
in this documentation.

� You can create your own figures using the NetCDF file, e.g., focus on specific sub-regions
of the Bay, extract a monthly timeseries at specific locations, or even advect Lagrangian
particles based on the climatological currents at the surface or bottom.

� Contact us to suggest additions or improvements. The atlas is a live document and new
versions will be made available over time at the same https://doi.org/ link.

4.2 QGIS / ArcGIS

The atlas corresponds to a library of georeferenced rasterized layers. For example, in QGIS,
one would:

1. Select the tab Layer.

2. Select Add Layer.

3. Select Add Raster Layer.

4. Select the file atlas_chesbay_vxxxxxxxx.nc as the Raster Dataset(s).

5. Select Add.

6. A window will open with a list of layers, each corresponding to a variable and a depth
(surface or bottom). Select the layer of interest, for example, salinity_bottom.

7. The bottom salinity should be immediately visible as a geographical map with longitudes
and latitudes. Each month of the climatology corresponds to a ‘Band’ representative of
the center of the month (for a total of 12 bands).

4.3 Matlab / Octave

To visualize bottom salinity in the 6th month of the year (June):

1. sbju = ncread( ’atlas_chesbay_vxxxxxxxx.nc’, ’salinity_bottom’ );

2. long = ncread( ’atlas_chesbay_vxxxxxxxx.nc’, ’longitude’ );

3. lati = ncread( ’atlas_chesbay_vxxxxxxxx.nc’, ’latitude’ );

4. imagesc([min(long),max(long)],[min(lati),max(lati)],squeeze(sbju(:,:,6))’);

5. axis xy; axis equal; colorbar;

6. The bottom salinity should be visible as a geographical map with longitudes and latitudes.

To obtain the June bottom salinity at an arbitrary location (76◦W, 37.75◦N):

1. interp2( oreg, areg, squeeze( sbju(:, :, 6) )’, -76, 37.75 )



4.4 Python

To visualize bottom salinity in the 6th month of the year (June):

1. import netCDF4 as nc

2. import matplotlib.pyplot as plt

3. atla = nc.Dataset( ’atlas_chesbay_vxxxxxxxx.nc’ )

4. sbju = atla.variables[’salinity_bottom’][:]

5. fig, ax = plt.subplots()

6. ax.imshow(sbju[6,:,:])

7. plt.show()

5 About the 3-D numerical model (ROMS-ECB)

ROMS-ECB is an implementation of the Regional Ocean Modeling System (ROMS, Shchep-
etkin and McWilliams , 2005) designed for process-based studies of estuarine systems such as
the Chesapeake Bay. It is a deterministic model based on biogeochemical processes (‘mecha-
nistic’) and strictly enforcing conservation of volume, mass, heat, mechanical energy, nitrogen,
carbon and dioxygen, throughout the model domain and at all times. These stringent require-
ments are necessary in process-based studies in order to quantitatively and unambiguously
track the impact of a given process or perturbation in a reproducible and verifiable man-
ner. These characteristics distinguish ROMS-ECB from data-assimilative models (where the
requirements of conservation and deterministic behavior are abandoned in order to ingest
available observations) or forecast models (where a close match to available observations is
the sole requirement). Despite these constraints, the vast suite of historical data available in
the Chesapeake Bay allowed for a careful calibration of ROMS-ECB and permit the model
to generate reasonable predictions for a large ensemble of environmental variables (see §6 for
an evaluation of ROMS-ECB).
The ECB module is an evolution of Fasham et al. (1990) with various components added

over the years (while remaining close to the original goals of parsimony and tractability).
Sediment denitrification was implemented by Fennel et al. (2006) followed by carbonate chem-
istry (Fennel et al., 2008). Druon et al. (2010) implemented bottom resuspension, burial and
dissolved organic matter. Feng et al. (2015) introduced the ECB acronym and implemented
water-column denitrification. Da et al. (2018) implemented temperature dependence for most

biogeochemical processes as well as atmospheric nitrogen deposition. Turner et al. (2021) in-
troduced the dynamic sediment module of Warner et al. (2008) and inputs from shoreline
erosion. St-Laurent and Friedrichs (2024) implemented a finer computational grid of 600m
as well as the wetting-drying scheme of Warner et al. (2013). A detailed documentation of
the equations of ECB is available in the supporting information of St-Laurent et al. (2020)
while the code is archived in St-Laurent and Friedrichs (2023).

The atmospheric forcing of the 1985–2023 hindcast is based on the ERA5 reanalysis (Hers-
bach et al., 2023) while physical air-sea fluxes are computed every time-step (60 s) following
Fairall et al. (2003). Air-sea fluxes of dioxygen and carbon dioxide are calculated every
time-step (Wanninkhof , 2014). Atmospheric deposition of nitrogen follows Da et al. (2018).
Over the portion 1985–2020 of the 1985–2023 hindcast, terrestrial inputs (which include
the contribution from groundwater discharge and shorelines) are taken from Phase 6 Indi-
catorC19Ext2020 (Bhatt et al., 2023). These daily terrestrial loadings are distributed across
ECB’s state variables following Irby and Friedrichs (2019) and aggregated into 95 input points
positioned across the Bay. DIC and TA concentrations associated with these terrestrial in-
puts are based on historical analyses by the USGS as described in Da et al. (2021). Over
the portion 2021–2023 of the 1985–2023 hindcast, the terrestrial inputs combine observed
freshwater discharges scaled up to represent the full Chesapeake watershed (Bever et al.,
2021) as well as concentrations from a neural network analysis of the earlier 1985–2020 period
(A. Bever, AnchorQEA). Wind wave conditions at 3-hourly frequency were computed using
SWAN (Booij et al., 1996) and atmospheric conditions from ERA5 (A. Bever, AnchorQEA).
The 37 tidal constituents from Szpilka et al. (2016) are combined with 4-hourly detided wa-
ter levels observed at Lewes DE and Duck NC and prescribed at the shelf boundary (note
that historical sea level rise is intrinsic to these observed water levels). Practical salinity and
potential temperature at this boundary correspond to seasonal climatologies (Boyer et al.,
2018) assumed to be representative of year 2013 and supplemented by long-term linear trends
following Da et al. (2021). Conditions along the shelf boundary also include climatologies
for nitrate (Boyer et al., 2018), DOC (Mannino et al., 2016), DON,PON,POC,ammonium
(Filippino et al., 2011), TA and DIC (supplemented by a long-term linear trend for DIC:TA;
see Da et al. (2021)). Dioxygen concentrations along the shelf boundary are computed from
temperature and salinity and assumed to be at saturation.

The hindcast simulation on which the atlas is based was conducted at the Virginia Institute
of Marine Science (VIMS) between 2024-01-08 and 2024-03-16 (runs 830, 833, 847, 857, 864,
876, 883, 889, 896, 911, 921, 927, 935, 947–962, 964–966, 968–974) on the high-performance
cluster ‘James’.



6 Evaluation of model skill

Historical data corresponding to the period of the hindcast simulation are used to evaluate
the model skill. The majority of the data originates from the Water Quality Monitoring
Program (WQMP, USEPA, 2023) initiated in 1984 and continuing to this day, but the spatial
and temporal coverage of the data varies widely across variables. Temperature, salinity and
dissolved O2 have the best coverage while variables such as fixed suspended solids often have
major gaps in time and/or were limited to a few specific tributaries. In all cases, the results
from the hindcast simulation were sampled at the same location, depth, and time as the
historical data and paired with the measurement for comparison.

Each figure provides a scatterplot of the model-data pairs, or more specifically the relative
distribution of those pairs within the space represented in the figure. This relative distribution
is obtained by discretizing the space into a 25 × 25 grid and computing the number of pairs
falling within each grid cell. For example, the bottom-left grid cell in the salinity scatterplot
(Fig. 46) represents pairs falling in the range 0 ≤ S < 1.4. This density distribution is
contoured with a linear color shading ranging from zero (white) to the maximum density
value (dark blue). Note that the contouring begins at the center of the first grid cell, i.e.
at S = 0.7 in the example of Fig. 46. This visualization is superior to a traditional scatter
plot in cases where the number of pairs is large, and also has the benefit of highlighting
the relative distribution of the measurements across the possible range of values. Note that
the spatio-temporal sampling of the WQMP often favors a specific segment in the range of
possible values, e.g. warm temperatures in Fig. 46 reflecting more frequent sampling in the
summer months. An ideal match between model and data would correspond to high densities
along the 1:1 line.

The figures are accompanied with statistics: number of model-data pairs (N), first/last
years of data used, arithmetic average of the measurements (Mean obs.), standard deviation
of the measurements (STD obs.), model bias (Mean model −Mean obs), Spearman rank cor-
relation, coefficient of determination (R2 = 1− residual sum squares ÷ total sum squares),
linear regression y = ax+ b, and unbiased root mean squared deviation (Jolliff et al., 2009).
The model skill is generally highest for physical fields (temperature and salinity) and gradually
worsens for dissolved inorganic substances, dissolved organic matter, and finally particulate
matter given its dependence on resuspension and vertical settling.

Fixed suspended solids (FSS) data are from the WQMP database and can be viewed as
our best observational proxy for inorganic suspended solid concentrations in tidal water. FSS
includes an organic component which is estimated following Turner et al. (2021). Only FSS
data from 2002 onward are used as the spatial coverage was too poor previously (same for
Kd). Only pH data from 1996 onward are used as this variable previously had a bias in
Virginia water (Da et al., 2021). Climate quality TA and DIC are not available from the
WQMP and thus this model evaluation relies on the Bay-wide data of Friedman et al. (2020).
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Figure 46: Evaluation of model skill against historical observations.
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Figure 47: Evaluation of model skill against historical observations (continued).
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Figure 48: Evaluation of model skill against historical observations (continued).
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Figure 49: Evaluation of model skill against historical observations (continued).
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Figure 50: Evaluation of model skill against historical observations (continued).
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Figure 51: Evaluation of model skill against historical observations (continued).
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Figure 52: Evaluation of model skill against historical observations (continued).
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